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Аннотация. В данной работе представлен подход к рекомендательным системам на основе каталога. Показано использование 

Word2Vec эмбеддингов, представленных Google. Описана возможность использования дополнительной бизнес логики.  
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Introduction  

Understanding users’ preferences and proposing them the most relevant products is essential for every 

commercial business which involves the process of interacting with users.  As nowadays the web infrastructure 

is developing rapidly, lot’s of commercial activities move to the space of the internet. Thus, the demand for rec-

ommendation systems arises. Recommendation system is an engine which goal is to recommend relevant items 

to users. Many world famous companies like Netflix, Amazon, YouTube, etc, use them to attract more people to 

their websites and increase their income. The recommendation systems can be divided into two groups: content 

based [1] and user based [2]. Content based recommendation systems focus on the content, its taxonomy and 

metadata for making predictions, while the user based ones require user interactions like clicks or ratings the 

user left for items.  Nevertheless user based recommendation systems are much more powerful than content 

based, they require lot’s of computational power that can afford working with big data. On the opposite, when 

building a content based recommendation system, the one is interested only in the catalog of items, and as a rule 

the number of items is always smaller than the number of users in the system. Content based recommendation 

system is a nice start for a small company that just appeared on the market of web products. With the develop-

ment of the sphere of Natural Language Processing (NLP), new opportunities for content-based recommendation 

systems appeared. The new approach to recommendation systems is proposed in this article, the problem is stat-

ed as measuring the similarities between items’ metadata and is addressed as an NLP task. The system uses a 

hybrid algorithm based on counting words in a statement and Word2Vec model provided by Google. The possi-

bility of using  an additional business logic is considered. Finally, the results are viewed with respect to Mov-

ielens dataset.  

Data preparation 

Constructed system was validated using the famous Movielens [1] dataset, which contains catalogues of 

movies, their metadata and intersections of users with a catalog. The columns that were used are the following: 

title, movie_id and genres (Fig. 1).  

As the constructed algorithm is based on content metadata – it was decided to enrich Movielens dataset 

with IMDB database to get more relative columns. 

  
Figure 1 – Original Movielens data  

As genres columns were already in our dataset, this field was enriched with more data from IMDB, other 

columns were just added (Fig. 2).   
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Figure 2 – Data after enriching with IMDB  

 Data transformation  

The MovieLens data is made of strings which describe items’ metadata, but for an algorithm to work the 

transformation of relative columns to the matrix of numbers is needed. For this purpose a hybrid transformation, 

made of CountVectorizer [3] and Word2Vec [4] model, is used.  CountVectorizer is a technique of counting 

words in a sentence or text corpus. Each word is then represented by its frequency of appearance in a sentence 

(Fig. 3).   

  
Figure 3 – The usage of CountVectorizer algorithm  

That gives a possibility to represent word sequences as vectors of numbers. CountVectorizer is used only 

on columns that don’t have a strong semantic context (directors, writers, cast, characters, etc.) For the fields with 

semantic context the other algorithm, known as Word2Vec is used. Word2Vec is a powerful machine learning 

algorithm that is used in the NLP sphere for semantic text classification, finding similarity between words, etc. 

Word2Vec learns the embedding space of words in which similar words (the ones that tend to appear in the same 

context) are closer to each other. Thus, the learned Word2Vec embeddings can be used to represent our columns 

in a numerical way and also save a semantic context of them (Fig. 4).  

  
Figure 4 – Example of usage of Word2Vec model   

 For the purpose of representing not just a single word with Word2Vec, but the whole sentence – the em-

beddings of sentence’s words are averaged. All the highlighted transformations give a possibility to represent 

content as nested matrices of number related to its metadata, thus the opportunity of using mathematical methods 

for finding similarity between content can be applied.  
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Algorithm 

The algorithm is based on a cosine similarity, that is a mere choice for NLP tasks (1).  

k(x, y)=xyT / ||x|| ||y|| (1) 

The cosine similarity is computed between each column of each item in the dataset, thus for each item we 

have a matrix of similarities with others by a particular column. Because of the fact that one data column regard-

ing an item can be much more important for the final recommendation than the other one, the additional business 

logic is added. The additional set of columns’ weights that can be configured manually was added. Each attrib-

ute/column matrix is multiplied by a related weight parameter that gives an opportunity to decrease/increase con-

tribution of it to the final similarity calculation. This makes the overall system more flexible and extendable to-

wards new logic. Finally, the similarity matrices by columns are averaged to produce a final similarity matrix for 

an item (Fig. 5).   Then, top N recommendations can be retrieved using a similarity score.  

  
Figure 5 – Example of similarity calculation on two columns of data  

 Experiments  

Experiments were conducted with respect to different weights sets. For each set of weights two experi-

ments were done. For each experiment the item was randomly chosen and the top-4 related recommendations by 

similarity score were shown. From the first experiment (Fig. 6) it’s obvious that given and predicted movies 

have similar titles by semantics and overlapping genres, as the highest weights were set to genre and title col-

umns. 

With different weights, the other picture appears. From the second experiment (Fig. 7), it’s obvious that 

items have the biggest similarity by such fields as: characters, cast, directors, which is not a surprise if to look at 

weights. 
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Figure 6 – The first experiment with different weights sets  
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Figure 7 – The second experiment with different weights sets  

Summary and further work 

Nevertheless, the proposed system is not based on user activity, it has lots of advantages. It’s flexible, not 

power consuming, easy to extend and flexible. Addressing the issue of recommendation systems as an NLP task, 

gives a lift to usage of novel NLP techniques like BERT [5]. On the opposite side, it’s much less powerful than a 

user based system and is heavily dependent on the quality of catalog metadata.  The particular system can also be 

used in ensemble with a user based recommendation system to construct a hybrid system. To sum up, the pro-

posed algorithm can be used as an alternative to user based system and is an adequate choice for companies 

which just started their activity on the web market.  
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