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Abstract. The basic principles of organization of microservice architectures (MSA), their parameters, functioning and application in elec-
tronic learning systems (ELS) are considered. A comparative analysis of MSA construction options, their components and methods was 

done. A complex method of building e-learning systems based on MSA is proposed. The microservice architecture of the electronic 

educational system of Vinnytsia National Technical University JetIQ has been developed and implemented. The expediency of using a 
domain organization for individual subsystems of ELS is substantiated.  
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Анотація. Розглянуто основні принципи організації мікросервісних архітектур (МСА), їх параметрів, функціонування та можливо-

сті застосування у електронних навчальних системах (ЕНС). Проведений порівняльний аналіз варіантів побудови МСА, їх компо-

нентів та методів. Запропоновано комплексний метод побудови електронних навчальних систем на основі МСА. Розроблено і реа-

лізовано мікросервісну архітектуру електронної навчальної системи Вінницького національного технічного університету JetIQ. 

Обґрунтовано доцільність використання доменної організації для окремих підсистем ЕНС.  
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Introduction 

The use of e-learning systems (ELS) allows to solve a number of important problems. The main one is the 

possibility of organizing distance learning (DL). DL provides ample opportunities to organize this process 

without geographical and temporal reference of participants (students and teachers), to organize asynchronous 

learning.  

Depending on the set educational tasks, its architecture and software decisions are formed. These tasks also 

determine the technical characteristics and requirements for their structure, data types, logic of operation, 

computer and network requirements, etc. [1,2].  

Most of the existing ENS have a monolithic architecture [3-14]. This limits their ability to make software 

changes or enhance functionality without rebuilding the ENS kernel. The consequence of this is the problem of 

scaling up and efficient use of cloud technologies and, in particular, the creation of geographically distributed 

architectures. However, such systems can be scaled only horizontally. It involves the use of more powerful 

machines, or the use of additional servers to maintain the same core system. 

Emergencies with a monolithic core do not allow to increase their noise immunity by separating individual 

high-load subsystems.  

The aim of the study is to develop a comprehensive methodology for building scalable and noise-tolerant 

ELS based on microservice architectures. 

Features of application of monolithic and MSA architectures in ELS  

ELS parameters are determined not only by the functionality and software tools embedded in them, but 

also by the architecture. Most ELS s with a relatively developed core use monolithic structures. This gives them 

a number of advantages and good dynamics of development and support. 

An alternative to monolithic systems is the decomposition of the entire ELS into separate microservices 

and thus the creation of a service-oriented architecture (SOA) with distributed resources, where the exchange of 

information between its components is carried out according to certain network protocols.  

MSA provides a number of advantages, namely:  

 Ease of implementation of microservices. Their programs have relatively small program code and they 

are easy to maintain and manage.  

 Scalability and flexibility. Microservices can be implemented in different programming languages, 

which makes it possible to optimize their implementation.  

 Independence of operation provides an opportunity to increase the reliability of the MSA as a whole.  

 High quality of individual MSA components. They are easy to develop and test, reminiscent of the 

UNIX philosophy [15].  

 Focus on business functionality. This means that microservices can be used in several contexts, in more 

than one business process [16].  

 Flexibility in system load balancing. MSA provides the ability to manage the load of its microservices 

and their individual scaling.  
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Restrictions on the use of microservice architecture  

1. Organization of interaction of microservices in the whole system. It correlates with the number of 

processes involved. MSA has many more interoperable parts than monolithic architectures. This requires 

additional effort in planning, automation, control, monitoring, testing and deployment.  

2. Costs. Microservices require the use of a larger total amount of memory than in a monolithic 

architecture, due to the need to organize isolated environments, as well as the cost of organizing communications 

between them (interfaces, protocols, communication channels, etc.) .  

3. Security issues. Microservices require security solutions due to the availability of inter-service 

communication over computer networks.  

4. Decrease in productivity in comparison with monolithic systems. The reason is the occurrence of 

additional delays in the exchange of data between microservices. Therefore, it needs to solve problems with the 

correct design of queues, asynchronous processing and balancing.  

5. Problems of inconsistency. Unlike monolithic systems, in MSA errors when updating individual 

microservices can lead to a violation of desynchronization.  

Microservice Architecture  

Consider the construction of MSA. In essence, a microservice is a process, function, or set of functions that 

accepts incoming requests and performs certain actions. Interaction of microservices with the environment takes 

place through API (Application Programming Interface) and computer networks. Microservices are structured in 

tiers. The number of their purposes is determined by the architecture of the entire system. The most common are: 

 Front-End - Client Application, Static Content  

 Back-End - API Gateway, Experience Microservices, Domain Microservices  

 Data & Integration - Data Stores, Integration Interfaces / Connectors  

Logical tiers 

Client program 

In the case of web-based ELS, the client is a web browser or mobile application. The client (web browser) 

interacts with Backend to render the UI and call the API (fig. 1,2). 

 
Figure 1 – General scheme of client-server architecture  
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Figure 2 – Сlient-server architecture with static and dynamic content   

For efficient operation, the responsibility for static components (UI) and logical components is usually 

divided. The latter also have problems with access control, caching and server-side rendering.  

Gateway API  
In ELS API Gateway represents a single point of access to Experience APIs (client modules). API Gateway 

is an important component of system management (API Management). This service sends requests backend 

service and is responsible for the following functionality:  

 Access control  

 Security Policies  

 Request handling  

 Caching  

 Upstream / Downstream data transfer  

 Rate limiting 

 Throttling 

 Analytics  

Experience microservices  
In ELS with a developed ecosystem, the number of microservices can be quite large, and it is important to 

maintain guaranteed control over them. In this case, tiered structuring is used. For ELS, the top tier is the Experi-

ence tier, which houses the micro-services of the web API, mobile-API and API of other external systems.  

 
Figure 3 − Experience Layer 
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They focus on client interfaces and data using the low-level granular APIs available to them on the system. 

Thus, different products for web and mobile clients (Experience Layer) can use different sets of Experience-API, 

represented by independent microservices on the API gateway.  

Domain microservices  

Domain microservices in ELS are used to implement the appropriate functionality, such as authentication 

subsystems, business logic. storage and access to training materials, testing, etc. Individual subsystems can be 

represented by several microservices. Domain microservices organize granular APIs next to the experience tier. 

If experience services are focused on users and products, then domain microservices are responsible for the data 

and resources under their control. They provide the ability to create different experience services that can reuse 

the domain logic available to them.  

Databases  

Databases in ELS are a well-developed structure. But access to them is usually provided only to one 

microservice. All other microservices have access to the database only through the database owner microservice 

API. This approach allows you to maintain the consistency and structure of the database. In addition, it allows 

the use of the most appropriate types of databases for specific ELS purposes. For example, one microservice may 

use a normalized SQL database and another a NoSQL database. It is assumed that one microservice can operate 

multiple databases simultaneously (Fig. 4).  

 
Figure 4 − Database Domain Layer 

Integration interfaces and connectors  

The MSA ELS can use an integration tier with microservice connectors to access other subsystems and 

third-party APIs. 

Interservice communication 

Microservices must process requests and provide the possibility of interaction according to the interprocess 

communication protocol. The interaction of microservices during the execution of requests should not affect 

their availability during the execution of requests. The solution is asynchronous messaging in MSA. The main 

types of inter-service communication of MSA components can be represented by two types: synchronous and 

asynchronous. Depending on requirements, the following variants are actual: 

 synchronous blocking 

 synchronous non blocking 
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 asynchronous blocking 

 asynchronous non blocking 

Their implementation is presented as follows: 

 request / asynchronous response - exchange queries with pending response 

 publish / asynchronous response - publishing a request to recipients waiting for answers 

 request / response - exchange queries with pending immediate response 

 notifications - send a message without waiting for a response.  

 publish / subscribe - publishing a message to recipients 

Interaction of components in MSA 
The implementation of inter-service communication is also based on the use of certain architectural solu-

tions and network protocols, both high and low level.  

The basic protocols for the implementation of high-level API of inter-service communications are the 

architecture REST [17-19] with HTTP and GraphQL.  

REST-approach involves the management of a particular system service resources of other components of 

the system. When performing requests, the microservice operates with different instances of this component, for 

example, changing its properties and parameters or relaying them for further processing to other microservices.  

The HTTP specification [20--22] contains a number of features that cover most of the needs for the 

implementation of cross-server communication based on REST. Thus, the HTTP protocol has methods GET, 

POST and PUT, which already allow to fully implement the interaction in the system. Typically, MSA data 

formats for inter-component exchange depend on the protocols and specific requirements. It can be used in both 

simple plain text forms and various representation forms, such as JSON, XML, etc. GraphQL provides an API 

implementation approach where microservices can define the structure of the required data in their queries and 

thus prevent the transmission of redundant information. GraphQL also provides the ability to build 

multifunctional APIs that optimize the MSA infrastructure.  

Fault tolerance 
Fault tolerance in MSA is determined by parameters such as Latency. It means delays in data exchange and 

Exceptions (exception handling): 

 Timeout - to to guarantee response time 

 Retrytime - to automate retries in case of network degradation 

 Circuit Breaker - to control in case of cascading errors 

 Deadline- to control long requests that depend on many services 

 Rate Limiter- to control load according to SLA (Service Layer) Agreement) 

Data consistency 

For data consistency MSA may be a serious problem because its database can have a structure distributed 

between microservices and can have multiple data sources. The latter involves the use of distributed transaction 

management mechanisms. Implementing, maintaining, and maintaining distributed transaction processing 

systems can be quite complex. Also, the use of existing solutions limits such projects to supported technologies. 

Therefore, for microservices it is necessary to use transactions in the event-driven approach (Event-Driven 

Architecture) with two logical entities: messages and events [23-25]. 

Messages are part of systems based on message brokers. In such systems, messages are sent and queued. 

At a certain point in time, the consumer receives the message and executes the content without feedback from 

the source of the message on the principle of "fire and forget". The message format can be arbitrary (text, 

numbers, JSON, XML, etc.), which simplifies coordination between individual agents. 

Events, in turn, have logically complete contextual information and a clearly defined structure of the 

resulting data. Event bus is used for their management (processing, storage, streaming) [23-25]. Events can be 

stored up to a specific time for event replay or audit.  

Implementation of event-oriented MSA models 

The SAGA pattern [25-27] can be used to ensure global data consistency using a sequence of local transac-

tions. Its essence is based on the principle that the microservice publishes an event for each transaction, and the 

next transaction is initiated based on the results of the event. This can be done in two different ways, depending 

on the success or failure of the transaction. This approach involves maintaining data consistency between 

microservices, managing errors, establishing consistency, and coordinating transactions between them. 

Choreography  

It is assumed that each microservice performs a transaction and generates a message that similarly triggers 

transactions in subsequent microservices. In the event of an error in any link in such a chain, all previous 

transactions are canceled (Fig. 5, Fig. 6). Thus the consistency is maintained but the productivity of the system 

becomes low [27]. 
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Figure 5 − Transaction scheme  

 
Figure 6 − Multiservice transaction scheme  

Orchestration 

In this case, an agent is used that sequentially initiates transactions with each microservice [27]. As in the 

case of choreography, the occurrence of an error with any microservice cancels all previous transactions. 

Orchestration can be used to search for events in their list in the event source. Each time the state of the system 

changes, a new one is added to the list of events, which is essentially atomic. Due to this, the orchestrator repro-

duces the current state of the essence, reproducing events (Fig. 7). In MSAs, which have a large number of 

events, to optimize the load, the system must periodically store the current state of the entities (Event Sourcing), 

which allows it to quickly restore their desired state. 

 
Figure 7 − Orchestration scheme 
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The advantage of the SAGA pattern is that the application is allowed to maintain data consistency between 

microservices without the use of distributed transactions, although the construction model becomes much more 

complex than for monolithic systems. 

CQRS pattern  

Command Query Responsibility Segregation (CQRS) allows MSA to take advantage of read and write pat-

tern sharing. In the MSA, this may be the implementation of requests that receive data from multiple 

microservices. The purpose of using CQRS is also to maintain consistency of data and information about the 

state of the system. CQRS provides the ability to skip all claims checks in the current system, which improves its 

performance. CQRS simplifies the organization of the system by addressing its state and changing its state 

separately. The system must update the event replica of the domain to which the data belongs. 

Advantages of CQRS: 

 Ability to support many denormalized scalable datasets 

 Separation of problems of obtaining status and implementation of teams 

 The need to organize architecture for all sources of events 

Disadvantages: 

 Difficulty of implementation 

 Delays replication 

Patern ESP 

For ELS, Event Streaming Processing (ESP) technology is effective for operational analysis of participants' 

activities, the results of current data, such as knowledge testing, etc. 

ESP - applies an event streaming architecture to ensure that software components run in real time without 

communication and scaling. It includes the processing and visualization of events, their storage, processing of 

event streams or data in order to identify the necessary information. Search and processing use methods that are 

characteristic of streaming systems such as event correlation, event hierarchy, causality, analysis of component 

events and time series. 

For ELS, ESP technology is effective for operational analysis of participants' activities, the results of cur-

rent data, such as knowledge testing, etc. 

ELS infrastructure 

ELS are in the stage of permanent development in the course of their life cycle. Their complex MSA 

requires the use of a scalable and high-availability microservice solution. Maintenance and development of such 

systems with a large number of microservices is a very complicated and complex task that requires not only the 

implementation of the necessary functionality, speed and stability, but also scalability. From this point of view, 

ELS must have an appropriate optimized architecture (Fig. 8).  

 
Figure 8 − Event-driven domain-based decoupling 

One way to optimize is to use a domain-oriented architecture based on grouping microservices by func-

tional domains (context). In such systems, domains interact through the event bus. Within each domain 

(context), services can interact with each other either through an API or through their own event bus. The 

subsystems built in this way are smaller and get better parameters of controllability and autonomy. 
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Organization of microservice architecture in ELS  

The ELS microservice architecture depends on the organization of business processes, functionality, load 

balancing on system components, building databases, security requirements, reliability requirements and other 

parameters. 

Given that ELS are multi-user systems, the requirements for their reliability are one of the most important 

tasks. From this point of view, the defragmentation of the monolithic ELS core into individual microservices that 

are able to perform their tasks autonomously is a rational solution. In addition, this approach can significantly 

increase the level of safety by isolating processes, as well as increase the load capacity through balancing and 

scaling. 

When organizing the general architecture, separate groups of microservices should be combined into do-

mains according to the functional contours of ELS, such as the student's domain, the teacher's domain, the dean's 

office domain, etc. Individual microservices can perform common functions between individual domains, such 

as the authentication module and the learning resources module between teachers and students.  

In Fig.9 presents one of the options for building a student contour domain based on WEB-technologies. 

WEB-browsers and mobile applications are communication agents here. The HTTP protocol can be used for 

their communications in combination with data packing methods such as JSON, XML [28], etc. 

The System API module provides authentication of client parts and the necessary interface for their interac-

tion with the server part of the system, as well as data scheduling via Bus Event between domains and micro-

services of the system.  

The Training materials domain provides teachers and students with access to resources of the streaming 

type (audio / video) and file type (text, hypertext, images, files…). 

The Communications domain operates text and file exchange subsystems such as chats, forums, and social 

networks. The peculiarity of building its internal API is that domain resources can be represented by internal and 

external resources.  

 
Figure 9 − MSA domain of ELS student`s contour 

Therefore, in addition to data exchange support functions, such API can also provide system authentication 

in external services. The interactive communications domain supports streaming services such as audio and 

video chats, video conferencing, broadcasts, whiteboards, and more. The Internal services domain operates data 

processing products mainly from the entire ELS database. Figure 10 shows the MSA domain contour of the 

teaching part of ELS. It has components in common with the student part (WEB-interface, authentication and 

authorization subsystems), but differs in the presence of specific services for this task, namely: 

 Personal repository of the teacher, which is designed to collect and use data on educational, scientific 

and other materials of the teacher. 

 An institutional repository that presents official school files and has an API for interacting with teach-

ers' personal repositories. 

 Educational materials management subsystem. 
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 Student performance journals 

 Document management subsystem (ELS), which is used to support the learning process of students, 

analysis of the effectiveness of their use by students. 

 CV, teacher's portfolio, content for personal pages and teachers' sites. 

 Archives of documents and educational materials 

 
Figure 10 − MSA domain of ELS teacher`s contour 

Figure 11 presents the MSA domain of the ELS deanery contour.  
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Figure 11 − MSA domain of ELS deanery contour 

Results 

The proposed ELS architecture and principles of construction are implemented in the support system of the 

educational process JetIQ at Vinnytsia National Technical University [29-34]. The main part of JetIQ 

subsystems, clusters and microservices is located on virtual machines and containers on university servers. The 

project's microservices are implemented on LAMP-technologies using MySQL relational databases. Some 

microservices are located in the Google Cloud Platform cloud services.  

Data exchange between microservices is based on RESTful Web API [19]. Data exchange formats - JSON 

[28], XML, HTML [20,22]. The orchestration of the system is based on LXC technology [35,36].  

By 2021 the system has the following parameters (Table 1). 

Table 1 – Results of MSA JetIQ implementation 

Category Parameter Value 

Users Students 11,348 

 Student groups 2,483 

 Staff 1,708 

Training and scientific resources Course Materials 18,765 

 Publications 32,194 

 Navigators of educational resources 4,972 
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 Electronic tests 4,499 

 Obtained answers to the question of electronic tests 4,463,799 

E-dean Lists of exams 40,809 

 Scores 378,728 

Electronic timetable Lessons 49,830 

Repositories (publications) Science 31,682 

 Documentary 2,498 

 Personal docs. 71,441 

Mobile applications (users) JetIQ Student 3,706 

 JetIQ Teacher 164 

During operation from 2016 to 2021, a comparison of the monolithic prototype JetIQ and its microservice 

version was conducted. There has been a significant increase in the stability and reactivity of the MSA version 

due to load balancing and balancing between its subsystems. The microservice architecture has also increased 

the level of security by isolating microservices and using a multi-level authentication system. 

Conclusions 

The paper analyzes the aspects and technologies of using microservice architecture in e-learning systems. It 

is shown that MSA architecture allows to increase the reliability and stability of functioning due to relative 

autonomy of its separate microservice components. ELS microservice architecture has high scalability, including 

through the use of cloud technologies. The complexity of such systems is maintaining the state, synchronization 

and consistency of data. 
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